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Abstract

This paper relates to a recent literature on the propagation of natural disasters through
Input-Output linkages. We combine manufacturing data from the Annual Survey of
Industries in India for the years 2000-2007 with the flood archive from the Dartmouth
Flood Observatory, and apply the empirical strategy suggested by De Chaisemartin
and d’Haultfoeuille [2022a]. Output and capital decrease after the first flood hits a dis-
trict, especially in areas with the lowest historical exposure. This suggests that adap-
tation plays a role in mediating the impact of extreme weather events. We also find
that manufacturing industries that rely on Agricultural inputs suffer a larger decrease
in output and capital, and their output price increases, which provides evidence of a
supply shock with persistent impacts. At the product level, we find some evidence of
propagation through Input-Output linkages: when a high share of the production of
a specific product is located in areas affected by extreme floods, establishments manu-
facturing the same type of product that are not directly affected experience an increase
in the price and a decrease in the quantity produced.
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1 Introduction

As global warming has reached 1ºC above pre-industrial levels, there is a global consensus
on the increased severity and intensity of extremeweather events Pörtner et al. [2022]. This
increase in temperature and the damages induced by the natural disasterswill impose some
economic costs, which are still uncertain. Not only the direct damages are not precisely
known by economists, but also the capability of markets to adapt is still on the process of
being fully understood by researchers. In addition, these damages will be substantially
higher in developing economies, both due to the higher exposure and higher vulnerability
of their markets. One of the weather events that usually results in larger damages is floods.

This paper analyzes in detail the impact of floods in India, a country that is yearly exposed
to this natural disaster, and in the particular setting of the manufacturing sector. Our first
goal is to understand how floods directly affect local production and capital accumulation
for different industries. In relation to the role of adaptation, we would also like to explore
the consequences of floods for product quantity and price, to understand how the market
is propagating or dampening the effect. In addition, we would like to understand whether
there is any link between the location of products and the exposure to damages, as perhaps
the incidence of repeated floods in a given location can shape the production across space.

With this purpose, we have built a panel of manufacturing establishments in India for the
years 2000-2007, and we have merged it with flood data from the Dartmouth Flood Ob-
servatory, together with monthly rainfall data at the 0.5 × 0.5 degree resolution, from the
Terrestrial Air Temperature and Precipitation: 1900-2017 Gridded Monthly Time Series, Version
5.01, compiled by Kenji Matsuura and Cort J. Willmott1. We can identify the location of
the establishment, at the district level, which can inform us about its yearly exposure to
floods. In addition, this extreme weather events have potentially heterogeneous impacts
across different locations, as well as dynamic effects. Given the complicated setting, we ap-
ply the empirical framework recently developed by De Chaisemartin and d’Haultfoeuille
[2022a], which is robust to heterogeneous and dynamic effects.

At the establishment level, we find that extreme weather events, and more specifically,
severe-extreme floods have an adverse impact on establishment-level outcomes: total out-
put falls, employment weakens, capital accumulation decreases, labor productivity shrinks
and wages contract. More importantly, these effects seem to build over time and worsen
across periods, as even four years after being initially exposed to an extreme-severe flood,
affected establishments remain relatively worse, when compared to establishments that re-
main not exposed to these extremeweather events. Furthermore, we also document impor-
tant degrees of heterogeneity in the impact of these events across the distribution of firms,
as establishments in less previously exposed districts do relatively worse than establish-
ments in districts with a history of being exposed to floods, pointing towards an important
role for previous experiences, learning and adaptation measures, and also establishments

1Available for download from https://www.dante-project.org/datasets/ud-precip
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in sectors closely related to agricultural inputs also suffer more, relative to sectors linked to
construction or the transport industry.

In order to understand the mechanisms driving these different levels of heterogeneity we
also explore disaggregated data at the product level and document that establishments in
areas affected by extreme floods seem to suffer a supply shock: product value sold de-
creases, while the output price increases. Similarly to the establishment analysis, we find
that these results are stronger for industries that purchase high amounts of inputs from the
Agricultural sector.

Finally, we exploit the geographical variation of the product production and input usage
data available in the Annual Survey of Industries. In this case, we restrict our analysis to
products in unaffected locations, and compare their production decisions in years where
their potential competitors, suppliers or customers are mostly located in districts affected
by floods. We find that the share of competitors in flooded areas increases the output price
and reduces the quantity produced and sold, while a higher share of customers located in
flooded areas decreases the sale price. This suggests that the effects of floods are not limited
to the area covered by the extreme weather event, as they affect product markets in other
locations.

Related Literature

First, this work contributes to a branch of the literature that studies the impact of floods in
production and decision-making. Recent research has combined detailed natural disaster
maps with worldwide nightlight data to estimate the impact of floods in urbanization at
high spatial resolutions. Kocornik-Mina et al. [2020] find that economic activity, proxied
by nightlight, is reduced between 2% and 8%: the effect is mostly contemporaneous and
stronger in low elevation areas, while they do not find any evidence of reallocation of ac-
tivity within cities. Gandhi et al. [2022] find impacts on nightlight of similar magnitude,
though their estimates are much higher in low income countries compared to high income.
In addition, cities exposed to more floods in the past are less affected by current events.

For the U.S., Jia et al. [2022] focus on the increase in flood risk, which decreases firm entry
and employment at the county level. They also highlight the importance of long run ad-
justments to risk by both firms and workers, compared to the direct impact of flood events.
Another relevant mechanism with respect to flood risk is the role of transfers, as Pang and
Sun [2022] provide a theoretical framework to show that the optimal transfer should factor
in both damage and long run characteristics of a location. The role of expectations is also
explored by Gallagher [2014], who suggests that households do not use all the available in-
formation when assessing flood risk, as they overreact to a flood event by increasing their
insurance take-up.

Climate change is expected to increase the sea level, inducing coastal flooding in low ele-
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vation areas. This is the focus of Desmet et al. [2021], who incorporate the projections for
global sea level rise into a dynamic geography model. Adaptation through the responses
of investment and migration reduces the GDP loss from 4.5% to 0.11% in 2200. In addi-
tion, Balboni [2021] finds that the optimal infrastructure network in Vietnam would have
achieved higher welfare gains, had it avoided low elevation areas exposed to coastal flood-
ing. We plan to contribute to this literature by focusing on the impact of floods in the
manufacturing sector of India, analyzing adaptation through production linkages in a de-
veloping economy.

Second, we contribute to a growing literature on themechanisms that propagate or dampen
the impacts of natural disasters and extreme weather events across space. Using firm net-
work data, Carvalho et al. [2021] find evidence of downstream and upstream propagation
of the 2011 earthquake to unaffected regions in Japan. In their quantitative model, the
aggregate effect is more than twice as large due to the propagation of the shock to firms
outside the affected area (0.47 % decrease in GDP, compared to 0.21 only locally). Boehm
et al. [2019] study the impact of the same event on US multinationals owned by Japanese
partners, finding important decreases in production and imports from the home country
for these companies. The relevance of certain inputs when analyzing natural disasters is
also studied by Barrot and Sauvagnat [2016], who find substantial downstream propaga-
tion of natural disasters in the US, especially for those inputs that are specific to a given
supplier.

With respect to the dampening of the effects of extreme weather shocks, recent literature
has identified different mechanisms. First, Albert et al. [2021] analyze how labor and capi-
tal flows react to droughts in Brazil, finding a decrease in capital inflows and an increase in
migration from affected areas, though they also experience short run capital inflows. Sec-
ond, Castro-Vincenzi [2022] found that the global car industry has chosen plant location
and capacity to hedge against disruptions induced by floods. Third, Pankratz and Schiller
[2021] use geolocalized supply chain data to document that suppliers of firms affected by
extreme heatwaves or severe floods are more likely to stop trading. We would like to con-
tribute to this literature by analyzing how product location changes across space, how it
relates to the establishment industry and the differential impacts on price and quantity.

Finally, a strand of the literature on extreme weather events has focused on the case of In-
dia. From a corporate finance perspective, Rao et al. [2022] find that listed firms in India
experience a decrease in capital and firm value if their sector is sensitive to excess rainfall,
and that subsequent investment helps in the later recovery. For the agricultural sector, Jay-
achandran [2006] documents that higher rainfall is related to an increase in yield and agri-
cultural wages. In a similar direction, Brey andHertweck [2019] also suggest that droughts
can decrease agriculture yield and wages. For the manufacturing sector, Somanathan et al.
[2021] focus on the Annual Survey of Industries to find that labor productivity decerases
and absenteeism increases in extreme hot days, while Pelli et al. [2022] find that output
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and capital decrease as a consequence of tropical cyclones, reallocating to better perform-
ing industries. Close to our setting, Hossain [2020] finds that establishments in the Annual
Survey of Industries reduce their output and capital when they are affected by a flood, in-
ducing reallocation of labor towards the informal sector. Wewould like to study as well the
impact of floods in manufacturing, but focusing on the impact at the product level, which
has not been analyzed in the literature.

2 Data

2.1 Panel of manufacturing establishments

To analyze the impact of floods on firm-level performance, we rely on the Annual Survey
of Industries (ASI) data which is themost comprehensive panel available for the registered
manufacturing establishments in India. The ASI is a Government of India census of large
plants and a random sample of about one-fifth of smaller plants registered under the In-
dian Factories Act. Large plants are defined as those employing more than 100 workers.
The ASI provides a representative sample of all registered manufacturing establishments
in India, with large establishments covered every year, and smaller establishments covered
on a sampling basis. The basic unit of observation in the ASI is an establishment (called a
factory in the ASI data).

The ASI cross-sectional data have district identifiers, which allow us to assign each plant
to one district in India. However, the panel data does not contain those identifiers. To deal
with this shortcoming, we followMartin et al. (2017), who integrate district identifiers into
theASI panel bymerging both cross-section andpanelASI datasets. Weuse theASI data for
the period of 2000-01 through 2007-08 based on the availability of said identifiers. The ASI
provides annual data on establishments total output, the value of fixed assets, debt, cash
on hand, inventories, input expenditures, the employment of workers and management,
among several other variables.

Our main variables of interest are total output, capital, employment, wages,and labor pro-
ductivity. Total output comprises total ex-factory value2 of products and by-products man-
ufactured as well as other receipts such as receipts from non-industrial services rendered
to others, work done for others on material supplied by them, value of electricity produced
and sold, sale value of goods sold in the same condition as purchased, addition in stock of
semi- finished goods and own construction. Capital is measured as the depreciated value
of fixed assets owned by the factory (i.e., land, building, plant, machinery) as on the clos-
ing day of the accounting year. Total employment of the establishment is measured as the
average number of total persons employed in a given year3. We divide the total compen-

2The ex-factory value of all products and by-products manufactured is attained at the rate of net sale value
(inclusive of subsidies etc.) with respect to each of the items.

3Total persons employed is defined to include all persons employed directly or through any agency (work-
ers), persons receiving wages and holding supervisory or managerial positions engaged in administrative of-
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sation paid to employees by the average number of employees to construct a measure of
wages. We also measure labor productivity as total output divided by the number of em-
ployees. Furthermore, establishments report products in the ASI survey using ASI Com-
modity Classification (ASICC) codes. This will be extremely useful for our analysis at the
product level. In addition, for every product produced by the establishment, we observe
product sales value and quantity sold and effectively manufactured.

Across the years, the Government of India has split district and regions into smaller units.
Industry classification also changed across the years (from NIC 1998 to NIC 2004 to NIC
2008). To keep the geographic identifiers and industry classifications consistent across
years, we follow the industry anddistrict concordance table provided byMartin et al.(2017),
and end upwith 478 constant-boundary districts for which there is at least one firm located
within the period of study.

2.2 Floods

We obtain information about worldwide historical floods from the Global Active Archive
of Large Flood Events by the Dartmouth Flood Observatory (DFO) which uses different
sources, such as news, governmental statements, satellite imagery, and remote sensing, to
create and update the Archive. Each entry in the Archive is associated with a related “area
affected" map outline representing a discrete flood event. We use these maps to perform
a geospatial join and assign each flood event to one or several districts in India. Further-
more, for each flooding event, the database collects information about estimated dates for
the start and the end of the event, the causes of the flood, an estimate of the geographical
location and extent of the flood, and some measures of severity and overall damage. This
archive starts in 1985 and is actively maintained. In this paper we focus on the most devas-
tating flood events, which have themost important economic impacts. Hencewe use DFO’s
severity scale (which ranges from 1 to 2, in increasing steps of 0.5) and focus on what we
have called severe and extreme floods, which are events that have:

1. Severe floods (Severity = 1.5)

• Greater than 2decades but less than 100 year estimated recurrence interval (world-
wide), AND/OR

• A local recurrence interval of 1-2 decades and affecting a large geographic region
(> 5,000 sq. km)

2. Extreme floods (Severity = 2)

• An estimated recurrence interval (worldwide) greater than 100 years.
fice, store keeping section and welfare section, and all working proprietors and their family members who are
actively engaged in the work of the factory even without any pay and the unpaid members of the co-operative
societies who worked in or for the factory in any direct and productive capacity
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Given this classification of floods by their severity, we further define an extensive and inten-
sive margin to measure the impact of floods of these characteristics across Indian districts.
For the extensive margin, we define a set of dummy variables that take the value of one if
at least one severe or extreme flood (severity 1.5 or severity 2) covers more than 50 percent
(100 percent) of the area of a given district in a given year, and zero otherwise. We then
assign this treatment to each firm given their location, such that all firms in a given district
have the same value of treatment. In terms of the intensive margin, we define another set
of variables that take as value the number of severe or extreme floods that hit a district in
a given year and respectively cover more than 50 percent (100 percent) of the total district
area. With these definitions in mind, we end up analyzing the impact of 15 severe/extreme
floods in India, between 2000 and 2007.

In terms of the geographical distribution of floods, both during our sample period, but also
at the historical level, Figure 1 displays district-level exposure of these extreme weather
events. The top row deals with the exposure to all types of floods, while the bottom row
focuses on severe and extremefloods, as definedpreviously. It seems like both the northeast
region and the western region of the country are the most hit by extreme and severe floods
during our sample period, whereas in the past both the north and south of the country also
experienced these wrecking weather events. We will exploit this geographical variation in
our event study design.

Figure 1: Exposure to floods in Indian districts across the years: All floods and only severe/extreme floods
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2.3 Weather data

Our primary source for climate data is the Terrestrial Air Temperature and Precipitation: 1900-
2017 GriddedMonthly Time Series, Version 5.01, compiled by Kenji Matsuura and Cort J. Will-
mott4. This dataset provides worldwide (terrestrial) monthly mean temperature and pre-
cipitation data at 0.5 x 0.5 degree resolution (approximately 56km x 56km at the equator),
where the grid nodes are centered on the 0.25 degree. We use geospatial software to ag-
gregate the weather data to the district-month level, and further calculate average rainfall
for each district during the year, during the Monsoon season, which generally takes place
between June and September, and a measure of extreme rainfall, computed as deviations
during the year and during the Monsoon season, from a historical rainfall average for each
district.

2.4 Input-Output data

Finally, we explore the Input-Output linkages of themanufacturing establishmentswith the
rest of the Indian economy. With this purpose, we use the 2000 Input-Output table from
the Asian Development Bank, which provides the input usage across 35 main sectors. The
Annual Survey of Industries contains establishments from the 14 manufacturing sectors in
the Input-Output table, which comprise broad industries such as “Food" or “Machinery".
We merge this data by sector, and use the Input-Output table to explore the heterogeneity
of the flood impact depending on the linkage of a particular manufacturing industry to
other activities in the Indian economy, mainly Agriculture or Construction.

3 Empirical analysis: Manufacturing Establishments

3.1 Descriptive statistics

Table 1 reports the mean and standard deviation of our main variables of interest, namely
our measures of establishments-level total output (y), labor input (l), capital accumulation
(k), labor productivity (lp) and wages (w) across all years, for firms both in districts af-
fected by severe and/or extreme floods coveringmore than 50% of the district’s total area in
any year of our sample (according to our definition of the extensive margin in the previous
Section) and in districts not affected. The last two columns also show the t-statistic of a
mean-comparison t-test between the two groups:

Only 13.34% of establishments are affected by either severe and/or extreme floods during
our period of analysis, which seem to statistically differ in their lower employment, but
interestingly, higher labor productivity and total output. It is worth noting that for firms
in districts affected by severe or extreme floods the standard deviations associated to all
the variables of interest are also larger, pointing towards a larger heterogeneity within this
group. Furthermore, establishments in districts in which these types of floods cover more

4Available for download from https://www.dante-project.org/datasets/ud-precip
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(1) (2) (3)
S/E Flood No S/E Flood Diff.

Mean SD Mean SD b t
y 16.99 2.29 16.91 2.23 -0.08∗∗∗ (-5.86)
l 3.95 1.49 3.98 1.46 0.03∗∗ (3.15)
k 15.28 2.63 15.29 2.61 0.01 (0.41)
lp 13.04 1.48 12.93 1.47 -0.11∗∗∗ (-12.20)
w 10.54 0.85 10.53 0.82 -0.00 (-0.45)
Annual rain (mm.) 1494.85 849.63 1213.26 773.73 -281.59∗∗∗ (-54.48)
Monsoon rain (mm.) 1187.10 667.22 839.05 647.65 -348.05∗∗∗ (-85.09)
Observations 31,119 202,001 233,120

Table 1: Summary statistics: Firms in districts affected or not by severe/extreme floods

than 50 percent of the total area experience on average around 350 mm. more rain during
the monsoon season.

3.2 Estimation strategy

Our identification strategy aims to exploit the different degrees of establishment exposure
to and intensity of severe and/or extreme floods at the district level in different years.
A popular method to estimate the causal effect of these types of “treatments" on an out-
come is to compare over time groups experiencing different evolutions of their exposure
to treatment, which is commonly referred to as the generalized differences-in-differences
approach. In practice, this idea is implemented by regressing Ygt, the outcome in group g

and at period t , on group fixed effects, period fixed effects, andDgt, the treatment of group
g at period t.

Such two-way fixed effects (TWFE) regressions are probably the most commonly used
technique in economics to measure the effect of a treatment on an outcome. Furthermore,
motivated by the fact that in the two-groups and two-periods design, the differences-in-
differences (DID) estimator is equal to the treatment coefficient in a TWFE regression, re-
searchers have also estimated TWFE regressions in more complicated designs with many
groups and periods, variation in treatment timing, treatments switching on and off, and/or
nonbinary treatments. However, recent research has shown that in thosemore complicated
designs, TWFE estimators are unbiased for an ATE only if parallel trends hold, there are
no anticipation effects and if another assumption is satisfied: the treatment effect should
be constant, between groups and over time. Unlike parallel trends, this last assumption
is unlikely to hold, even approximately, in most of the applications where TWFE regres-
sions have been used (De Chaisemartin and d’Haultfoeuille [2022b]). This realization has
spurred a flurry of methodological papers diagnosing the seriousness of the issue, and
proposing alternative estimators.

In our particular setting, besides the usual identification assumptions of no anticipation,
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treatment exogeneity and parallel trends, there are several concerns we need to deal with.
In the first place, the nature of our treatment: the usual assumption in the DID literature
is that there is a binary treatment that is adopted at a particular date and remains on af-
terwards. In our case this is not necessarily the case, as districts that might be affected by
extreme-severe floods (i.e. treated) during a certain year do not need to be affected in the
following year(s) as well; that is, our treatment is not absorbing: units can enter and exit
treatment multiple times. Furthermore, other two concerns are related to the characteris-
tics of the treatments. The treatment effects of floods are potentially heterogeneous both
across time of the treatment (as different districts, and hence establishments, “enter the
treatment” at different moments in time) but also potentially across cohorts: it may not
necessarily be the case that the average effect of receiving a flood is the same for units re-
ceiving it sooner that later in the sample. Lastly, we can not rule out dynamic effects of the
treatment, that can both increase or decrease over time.

To address these concerns, we follow Castro-Vincenzi [2022], who deals with a similar
setting to ours, and employ the estimator suggested inDeChaisemartin andd’Haultfoeuille
[2022a]. This is a differences-in-differences estimator of contemporaneous and dynamic
treatment effects, robust to heterogeneity, that allows for the treatment to vary over time.
The authors’ main idea is to propose a generalization of the event-study approach to such
designs, by defining the event as the period where a group’s treatment changes for the first
time. Their estimator of the expected difference between group g’s actual outcome at time
Fg − 1 + l and its counterfactual “status quo” outcome if its treatment had remained equal
to its period-one value from period one to Fg − 1 + l is given by:

DIDgl = YgFg−1+l − YgFg−1 −
1

Ng
Fg−1+l

∑
g′:Dg′1=Dg1,Fg′>Fg−1+l

(Yg′Fg−1+l − Yg′Fg−1) (1)

where YgFg+l corresponds to the outcome of interest for group g at moment Fg − 1 + l, or
l periods after group g received the treatment for the first time in period Fg, YgFg−1 corre-
sponds to the same outcome of interest for group g one period before it changes treatment
status for the first time, and Ng

t = #{g′ : Dg′1 = Dg1, Fg′ > t} is the number of groups
g′ with the same period-one treatment as g, and that have kept the same treatment from
period 1 to t. Intuitively, this DID estimator compares the Fg − 1− to−Fg − 1+ l outcome
evolution of group g to that of groups with the same baseline treatment (Dg′1 = Dg1), and
that have kept that treatment from period 1 to period Fg − 1 + l, that is, l periods ahead
after their initial treatment period Fg.

Moreover, De Chaisemartin and d’Haultfoeuille [2022a] also define the estimator of the
event-study effects as:

DIDl =
1

Nl

∑
g:Fg−1+l≤Tg

SgDIDgl (2)

which aggregates theDIDgl estimates, and where Tg denotes the last period where there is
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still a group with the same period-one treatment as group g and whose treatment has not
changed since the start of the panel, Nl = #{g : Fg − 1 + l ≤ Tg} is the number of groups
for which DIDgl can be estimated, and Sg = 1{DgFg > Dg1} − 1{DgFg < Dg1} is equal to
1 (resp. -1) for groups whose treatment increases (resp. decreases) at Fg. Intuitively, this
estimator of the event-study effects represents an average effect of having been exposed to
a weakly larger dose for l periods.

To fix ideas, in our specific setting, each group g corresponds to a given district (set of
districts) that change status in their treatment for the first time at year Fg, as the treat-
ment (incidence of extreme and severe floods) is assigned at the district level. Importantly,
we want to analyze outcomes which are at a more disaggregated level than the level at
which the treatment is assigned (establishment-level outcomes and district-level floods).
Fortunately, the did_multiplegt command that implements the estimators proposed in
De Chaisemartin and d’Haultfoeuille [2022a] can be used with data at a more disaggre-
gated level than the (g, t) level, as it aggregates the data at the (g, t) level internally. Fur-
thermore, when provided with data at a more disaggregated level than the (g, t) level, the
did_multiplegt command automatically weights (g, t) cells by their number of observa-
tions in the data.

3.3 Establishment-level outcomes

3.3.1 Baseline results

We start by estimating the effect of the occurrence of a severe-extreme flood in the district
where an establishment is located on its total output produced, employment, capital accu-
mulation, labor productivity and wages. In first place, to be sure we are using the correct
control group for our comparisons, we eliminate from the estimation all firms which suf-
fered floods both at period 1 during our sample (2000), as well as during 1999 and 1998.
This to ensure thatwe are indeed using as comparison groups establishmentswith the same
baseline treatment, and that we can analyze our estimates as the effect of being exposed to
extreme-severe floods versus the counterfactual “status quo" of not being exposed.

To the right of zero, the green line on Figure 2 below shows theDIDl estimates of the effects
of a first extreme-severe flooding episode on the logarithm of total output, employment,
capital accumulation, labor productivity and wages of affected establishments, the year
of the first flood (l = 0), and in later years (l > 0). For total output, DIDy

0 = -0.053
(s.e.=0.048): in the year of the first extreme-severe flooding event, total output fell by 5.3%
more for establishments that were exposed than in establishments that were not. The effect,
however, is statistically insignificant at the 10% level (t-stat=1.14). Furthermore, this effect
builds up over time, and increases in magnitude up to 4 years after the initial flooding
event, but the confidence bands, estimated using 100 bootstrap replications clustered at the
district level, are also large. To the left of zero, placebo estimates are shown. The DIDl

estimators control for state-specific linear trends: without them, placebos are large and
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Figure 2: Effect of severe-extreme floods on establishment-level outcomes

significant. This lends credibility to the parallel trends assumption, at least over a few years
De Chaisemartin and d’Haultfoeuille [2022a].

Regarding the other outcomes of interest,DIDl
0= -0.025 (s.e.=0.027),DIDk

0 = -0.057 (s.e.=0.040),
DIDlp

0 = -0.030 (s.e.=0.020), andDIDw
0 = -0.023 (s.e.=010): in the year of the first extreme-

severe flooding event, employment fell by 2.5%, capital accumulation decreased by 5.7%,
labor productivity dropped by 3% and wages shrank by 2.3% more for establishments that
were exposed than in establishments that were not. These effect, however, are only sta-
tistically significant at the 5% level for the case of wages (t-stat=2.32). These results all
correspond to the case when we use the measure of the extensive margin as our treatment:
a dummy variable that takes the value of one if at least one severe or extreme flood (sever-
ity 1.5 or severity 2) covers more than 50 percent of the area of a given district in a given
year, and zero otherwise. However, the results are robust when using any of the other three
measures defined in Section 2.2.

Importantly, the green lines on Figure 2 validate the research design, by showing that differ-
ential pre-trends are much smaller than differential trends after a treatment switch. They
also shows that being exposed to a weakly higher number of extreme-severe floods for l+1

periods has a negative effect on establishment-level outcomes, and that this effect is increas-
ing with l. However, the DIDl estimates cannot be interpreted as effects per flood event,
first because our measure of treatment is binary, but, most importantly, because they do
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not take into account further changes in treatment that occur after the first change in treat-
ment status. Rather than estimating separately the effects of those subsequent changes
in treatment status, which would require imposing restrictions on the dynamic effects of
initial extreme weather events, this approach estimates the combined effects of initial and
subsequent floods on the full outcome path De Chaisemartin and d’Haultfoeuille [2022a].

3.3.2 Firms in the census

The results from the baseline specification, summarized in the previous section, point to-
wards a negative effect of sever-extreme floods over establishment-level outcomes: in the
year of the first extreme-severe flooding event, atwhich an establishment changes treatment
status for the first time, total output, employment, capital accumulation, labor productivity
and wages fall more for establishments that were exposed to the treatment, in comparison
to establishments that were not. These results also show that being exposed to a weakly
higher number of extreme weather events for l + 1 periods has a negative effect on these
outcomes, and that this effect is increasing with l. However, as also noted in the previ-
ous section, these estimates are statistically insignificant, at least in the case of total output,
capital accumulation and employment across all horizons.

To explore the robustness of these results we turn to the estimation of this effects on a
sub-sample of the whole panel of manufacturing firms. As mentioned in Section 2, the
ASI provides a representative sample of all registered manufacturing establishments in In-
dia, with large establishments covered every year, and smaller establishments covered on a
sampling basis. In practice, this means that the sampling design is composed by two differ-
ent schemes: the census scheme and the sample scheme. Registered factories with over 100
workers (the “census scheme”) are surveyed every year, while smaller establishments (the
“sample scheme”) are typically surveyed every three to five years. Moreover, the selection
into the “sample scheme” is primarily random, and the survey provides sampling weights
that allow the construction of representative samples at the state-by-industry level. Thus,
the fact that an establishment disappears in a certain year from the “sample scheme” could
be completely exogenous, but it may also be the case that it is related to the incidence of
extreme-severe flooding events that have affected it during the year in course. In that sense,
we would be under-estimating the overall effect of floods on establishment-level outcomes,
as possibly firms that were the most affected could exit the “sample scheme” and would not
report their data in the years following5.

For that reason, we re-estimate the baseline specification, this time only for the firms in the
“census scheme”, that is the ones that are surveyed every year, and results are reported in
Figure 3. The results resemble the ones from the baseline specification, both in terms of
signs andmagnitudes, but they are now statistically significant in most cases. For total out-
put,DIDy

0 = -0.045 (s.e.=0.049): in the year of the first extreme-severe flooding event, total
5Currently, our data cleaning procedure excludes observations inwhich establishments are flagged as closed

from the main regressions.
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Figure 3: Effect of severe-extreme floods on establishment-level outcomes: Only firms in Census

output fell by 4.5%more for establishments in the “census scheme” that were exposed than
in establishments that were not. As it was the case for the baseline specification, this effect
builds up over time, and becomes significant at the 5% level after two years (DID2 = -0.215,
s.e.=0.107) and after three years (DID3 = 0.356, s.e.=0.176). The results for the other out-
comes of interest are very similar: DIDl

0 = -0.042 (s.e.=0.038),DIDk
0 = -0.066 (s.e.=0.044),

DIDlp
0 = -0.002 (s.e.=0.020), and DIDw

0 = -0.007 (s.e.=011). As it was the case for out-
put, these effects build up over time and become statistically significant at the 10% level
after two years, in the case of employment, labor productivity and wages. This evidence
points towards a delayed and somewhat persistent effect of extreme flooding events on
establishment-level outcomes, specially for larger firms, included in the “census scheme”.

3.3.3 Heterogeneity in previous exposure to floods

In this section, we further explore another dimension of heterogeneity across establish-
ment in our data: their previous exposure to floods. This dimension might shape the way
in which establishment-level outcomes react to the incidence of a severe-extreme flood,
the intuition being that establishments located in districts which have experienced more
frequent flooding events in the past might have developed some coping mechanisms over
time, opening a window for adaptation efforts to deal with the impacts of flooding. On
the other hand, districts less used to floods in the past might be less prepared to deal with
the devastating effect of these extreme weather events, and might suffer larger losses and
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damages from the impact of severe or extreme floods in their territories.

Figure 4: Effect of severe-extreme floods on establishment-level outcomes: Establishments in historically low-exposure loca-
tions

In order to explore this argument, we rely on extended information from the Dartmouth
Flood Observatory, from which we are able to retrieve information on floods not only for
our period of analysis, but also back until the year 1985. With this information in hand,
we compute two district-level measure of previous exposure to floods, defined as the total
number of floods, i) of any severity type, and ii) of severity≥ 1.5 (that is, severe and extreme
floods), covering more than 50 percent of a given district area in a given year, between 1985
and 1999. Furthermore, we define a dummy variable that takes the value of 1 for districts
in the lowest 25th percentile of the cross-sectional distribution of exposure pre-2000’s and
0 otherwise, and another dummy variable that takes the value of 1 for districts in the top
25th percentile of the cross-sectional distribution of exposure pre-2000’s and 0 otherwise.
We proceed to re-estimate the baseline specification for this sub-samples of the panel of
establishments, and report the results below.

Figure 4 reports the DIDl estimates for the sample in the bottom 25th percentile of previ-
ous exposure to severe-extreme floods. The pattern found in the previous sections remains
robust: output, employment, capital accumulation, labor productivity and wages fall more
for establishments that were exposed to severe-extreme floods than in establishments that
were not. Once again, the effects build over time, and in the case of output, labor productiv-
ity and capital become statistically significant at the 5% level after two years. Importantly,
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the comparison group in this exercise is composed by establishments that have not-yet ex-
perienced a severe-extreme flood up to horizon l, but that are also located in districts in the
bottom 25th percentile of previous exposure to severe-extreme floods. A surprising pat-
tern that also emerges from this analysis is a “rebound" effect that takes place four years
after the incidence of the first severe-extreme flood, that implies an increase, on average, of
output and wages.

Figure 5: Effect of severe-extreme floods on establishment-level outcomes: Establishments in historically high-exposure
locations

On the other end of the spectrum, Figure 5 reports the DIDl estimates for the sample in
the top 25th percentile of previous exposure to severe-extreme floods. Here, the pattern
found in the previous sections breaks: if anything, it seems like output, employment, and
capital accumulation remain constant in the year of the first extreme-severe flooding event,
and increase in the following years. Meanwhile labor productivity and wages remain un-
changed during the whole event-study period. However, as it was the case in the bottom
25th percent, the effects for output, capital accumulation and labor build over time, espe-
cially after the second year, when it seems to recede: this could be the effect of additional
severe-extreme floods that take place on average two years after the first event; we need to
explore the path of flooding events for these sub sample in the data. In terms of statistical
significance, DIDl

0 is positive and statistically significant at the 5% level: in the year of the
first extreme-severe flooding event, employment rises by a larger proportion for establish-
ments that were exposed than in establishments that were not. As mentioned before, these
effect build up across time, and are statistically significant after four years for output and
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employment. As itwas the case for the bottom 25th percentile, the comparison group in this
exercise is composed by establishments that have not-yet experience a severe-extreme flood
up to horizon l, but that are also located in districts in the top 25th percentile of previous
exposure to severe-extreme floods.

In conclusion, our analysis points towards existing heterogeneity in the effects of extreme-
severe floods, dependent on the level of previous exposure to these types of events in the
past: in districts in which extreme-severe flooding was not frequent during the 15 years
prior to our sample, establishment-level outcomes seem to follow the same patterns as in
previous sections, in which establishments exposed to extreme weather events did rela-
tively worse to their counterparts not experiencing these events. On the other hand, estab-
lishments in districts in which extreme-severe flooding was more frequent during the 15
years prior to our sample period, establishments exposed to these extreme weather events,
if anything, seem to do better than their non-exposed counterparts. The empirical evidence
on this section seems to point towards an important role of adaptation.

3.3.4 Industry heterogeneity and linkages to other sectors

In this section, we explore yet another dimension of heterogeneity across establishment in
our data: industry heterogeneity and link to other sectors. In general, it does not need to be
the case that the effect of extreme weather events on establishment-level outcomes needs
to be the same across different industries: there might be some activities that can be specif-
ically more affected, due to the nature of the inputs they use for production, the outputs
they produce, or the linkages to other sectors within or outside manufacturing. To further
explore these potential differences across industries, in this sectionwe re-estimate the base-
line specification, allowing for the possibility of heterogeneous impacts depending on i) the
establishment’s industry and ii) howmuch that industry is linked toAgriculture, Construc-
tion and Inland Transport, which are sectors that we do not observe directly because the
Annual Survey of Industries is limited to manufacturing. With this purpose, we use the
2000 Input-Output table from the Asian Development Bank to define 14 broad manufac-
turing industries and compute the direct supply and demand links with Agriculture and
Construction for each of these groups. To do so, we compute the Leontief Inverse matrix
from the Input-Output table, which captures both direct and indirect links across sectors.
In this matrix L, a typical element li,j captures the dollars of good j needed to produce one
dollar of good i, both directly and indirectly through other sectors. 6

With this sectoral data, we obtain the linkages of each of the 14 broad industries to Agricul-
ture, Construction and Inland Transport, Section A.1 provides more details on the classifi-
cation of these industries. Our goal is to explore whether the impact of our flood measure

6To compute the Leontief Inverse matrix, we first compute the Direct Requirement matrix (A), which can
be easily obtained from the raw Input-Output data. This matrix captures only direct linkages, where a typical
element ai,j measures the dollars of good j needed to produce good i. Then, we follow Carvalho and Tahbaz-
Salehi [2019] to compute the Leontief Inverse: L = (I−A)−1. Figure 11 in theAppendix plots the non-diagonal
elements of the Leontief Inverse
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Figure 6: Effect of severe-extreme floods on establishment-level outcomes: Agriculture customers

depends on the specific industry in which an establishment is classified into and/or how
much that industry buys or sells to/from these sectors, as captured by the lij elements. To
explore this potential heterogeneity, we re-estimate the baseline specification for three dif-
ferent sub-samples of our panel data: i) for industries catalogued as Agriculture customers,
defined as the ones that spend 10 dollars or more in agricultural inputs per 100 dollars
produced; ii) industries catalogued as Transport suppliers, defined as the ones from which
the transport sector sources inputs, in a proportion of more than 5 dollars per 100 dollars
produced, and iii) industries catalogued as Construction suppliers, defined as the ones from
which the construction sector sources inputs, in a proportion of more than 5 dollars per 100
dollars produced.

Figure 6 reports theDIDl estimates for the sample of theAgriculture customers. The pattern
found in the baseline specification shows up for this particular group: output, employment,
capital accumulation, labor productivity and wages fall more for establishments that were
exposed to severe-extreme floods than in establishments that were not. Importantly, the
contemporaneous effect is statistically equal to zero in all cases, but it builds over time, and
becomes statistically significant at the 5% level after three years. Importantly, the compar-
ison group in this exercise is composed by establishments that have not-yet experienced a
severe-extreme flood up to horizon l, but that are catalogued asAgriculture customers. These
results point towards a critical response by establishments that source inputs from the agri-
cultural sector, as they perform relatively poorly when hit by extreme weather events, and
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these effects seem to be dynamic, in that the build across time, and persistent.

Figure 7: Effect of severe-extreme floods on establishment-level outcomes: Transport suppliers

Furthermore, we repeat the estimation exercise, this time for the sub-sample of Transport
suppliers and Construction suppliers, and the results are reported in Figures 7 and 8, respec-
tively. In this cases, as opposed to the results for Agriculture customers, the results are less
clear: in all cases and for all horizons, the DIDl estimates are not statistically different
from zero. Furthermore, there seems to be no particular differential response from estab-
lishments catalogued as Transport suppliers after an extreme-severe flood event, relative to
establishments not exposed to these weather events, and, if anything, capital accumula-
tion seems to increase three years after the initial change in treatment status. On the other
hand, the responses of the Construction suppliers exhibits a similar pattern to the one in the
baseline specification and for the Agriculture customers, but the confidence intervals for the
estimates are relatively large, pointing to a large degree of uncertainty in the estimates.

In conclusion, the evidence from this section points towards an increased response of in-
dustries linked to the agricultural sector to extreme weather events, as firms catalogued as
Agriculture customers that are exposed to extreme-severe floods during our sample period
exhibit a worse performance in terms of total output, employment, capital accumulation,
labor productivity and wages, relative to those establishments in the same sector but that
are not exposed to these extreme weather events. In order to better understand the mech-
anisms through which these heterogeneities, both in terms of industry and links to other
sectors, play a role, we need to go to a more detailed level in the data and analyze the
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Figure 8: Effect of severe-extreme floods on establishment-level outcomes: Construction suppliers

response of quantities produced and prices charged by establishments and the response
of these variables to the exposure to extreme-severe floods, to be able to better assess the
results presented so far.

4 Floods and Product Input-Output Linkages

4.1 Floods and Products: Direct Impact

The product dataset of the Annual Survey of Industries has been used by the literature to
understand promotions of small scale industry Martin et al. [2017] and learning along the
value chain Rachapalli [2021], among other topics. However, to the best of our knowledge,
we are the first ones to document the impact of floods in the products of manufacturing
establishments in India. In addition, we can both observe the price and quantity of both
products produced and used as an input in our dataset. Finally, it is worth noting that the
products are identified at a very detailed dimension in our data, with approximately 4,000
unique product codes.

For this section, we restrict our analysis to the 2001-2007 years following Rachapalli [2021],
as the product codes are the most consistent within this period. To analyze the impact of
our flood measure on the production of manufacturing establishments, we use the same
empirical strategy outlined in section 3.2, following De Chaisemartin and d’Haultfoeuille
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[2022a]. Therefore, our treatment is defined as the first time a product in a given estab-
lishment is affected by an Extreme flood that affects more than 50% of the district area. In
this case, the control group will be composed of establishments in districts that are never
affected by floods in our sample period.

Figure 9: Flood Impact on Output Value and Price

Figure 9 shows that output products of establishments affected by an extreme flood seem to
have lower sale value but higher price, suggesting a supply shock to production. However,
the results are not significant at the 95% level.

In order to better understand the mechanisms at work, we explore the differential impacts
by industry type. One of the sectors that we analyze is "Agriculture Customers": manu-
facturing industries such as Textiles or Wood that use more than 10 dollars of inputs from
Agriculture, for a 100 dollars produced.7 Figure 10 shows themain results for these sectors,
suggesting that the previous results are stronger for manufacturing industries that need in-
puts from the Agriculture sector. This finding relates to Brey and Hertweck [2019], who
find that droughts in India are a source of inflationary dynamics in food prices. In our case,
we focus on large flood, and we analyze manufacturing industries directly downstream of
Agriculture, finding similar increases in prices, especially one year after the first extreme
flood affects the establishment district.

The analysis of the direct impact of floods onproducts leaves someopen questions that need
further analysis. First, inAppendix Figure 14wefind that for the sector ofOther_Manufacturing,
output prices at the product level seem to decrease after a flood hits an establishment for
the first time, suggesting a long run effect. In addition, when analyzing the value and price
of inputs, Figure 15 in the Appendix shows that input prices fall after two periods. Fur-

7See the Appendix for a full list of these sectors.
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Figure 10: Flood Impact on Output Value and Price, Agriculture Customers

ther analysis needs to be done to fully understand the dynamics of value and prices in this
context.

4.2 Indirect Flood Impact: Measuring Product Exposure

Apart from the direct flood impact, the richness in our data allows us to study the propa-
gation or dampening of floods in India through Input-Output linkages. For the 2011 earth-
quake in Japan, Carvalho et al. [2021] show that natural disasters propagate through firm
networks, as more than half of the aggregate GDP impact happened in regions that were
not directly affected. An additional hypothesis is that Input-Output linkages absorb part
of the impact of natural disasters. This mechanism is present in the analysis of the global
car industry by Castro-Vincenzi [2022], while Albert et al. [2021] show that factor mobility
across regions in Brazil can dampen the impact of droughts. In this section, our goal is to
understand how Input-Output linkages in India propagate or dampen the impact of floods.

By focusing on production networks, our work would be closer to Carvalho et al. [2021],
though the context and the data are different. In our case, floods are an extreme weather
event that occurs recurrently in India, while the analyzed earthquake in Japan corresponds
to a one-time shock. We believe that an additional reason to study floods is the fact that cli-
mate changewill increase their frequency and severity, especially in developing economies.
In terms of the data, themain limitation in theAnnual Survey of Industries is that we do not
observe the network of trade between establishments, unlike Carvalho et al. [2021] or Bar-
rot and Sauvagnat [2016]. However, usually the network data measures transaction value,
while we can differentiate between price and quantity of products and inputs, providing
new facts to the literature.

22



With the purpose of illustrating the possible propagation of floods across space in India,
we use two main product datasets available in the Annual Survey of Industries: output
products sold (O) and input products used (I). We will combine the two datasets with the
following two statistics: ShareO and ShareI , capturing respectively the share of product
producers and the share of product users in areas affected by a flood. We exclude the
own establishment when combining the output share affected by floods (ShareO) with the
output dataset, and when combining the share of product buyers with the input dataset.
Table 2 shows how we construct these variables in the Annual Survey of Industries, using
an example of a product from our data: "Wooden doors/windows".

Year Product O or I Location Flood>50% Value ShareO ShareI
2002 “Wooden doors/windows" O 1 1 1000 0% 20%
2002 “Wooden doors/windows" O 2 0 500 80% 20%
2002 “Wooden doors/windows" O 3 0 250 66.6% 20%
2002 “Wooden doors/windows" I 4 1 500 57.1% 0%
2002 “Wooden doors/windows" I 5 0 2000 57.1% 100%
2003 “Wooden doors/windows" O 1 0 1000 66.6% 80%
2003 “Wooden doors/windows" O 2 1 500 0% 80%
2003 “Wooden doors/windows" O 3 0 250 33.3% 80%
2003 “Wooden doors/windows" I 4 0 500 28.6% 100%
2003 “Wooden doors/windows" I 5 1 2000 28.6% 0%

Table 2: Example of Product Exposure to Floods

We can focus first on the data for the year 2002: the first three rows describe three fictitious
establishments that produce this product as an output (O) in three different locations, and
with some value sold (1000, 500 and 250). For each of the three establishments, the vari-
able ShareO computes how exposed to floods were potential competitors. As an example, the
establishment in location 2 faces competitors in locations 1 and 3, where 80% of the value
produced by these competitors is in areas affected by a flood (1000/1250). Notice that we
exclude the own production when looking at the variable ShareO in combination with the
product dataset. We repeat the same exercise, filling the first three rows of the column
ShareO.

The fourth and fifth rows describe two establishments that use this product as an input
(I). We are also interested in measuring the downstream propagation of floods: it might
be that if many producers of "Wooden doors/windows" are affected by floods, also firms
that need it as an input change their decisions. With this purpose, we compute the share
of all output producers in affected areas, and combine it with our input data. Following
the same example, in 2002 our ShareO will be equal to 57.1% (1000/1750) for the fourth
and fifth row. In this case, the variable ShareO measures how exposed to floods were potential
suppliers.

We can repeat the same procedure to measure the exposure of input users (I) of "Wooden
doors/windows", where only one establishment is affected by a flood in 2002. In this case,
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we create the variable ShareI , that will take the value of 20% (500/2500), capturing the
share of the total value of this product that is used as an input in areas affected by floods.
When merging this variable with our output data, we will measure how exposed to floods
were potential customers. Following a similar reasoning, we exclude the own establishment
when combining the variable ShareI with the input dataset, which yields 0 and 100% for
establishments in locations 4 and 5. In this last case, wewouldmeasure how exposed to floods
were other product customers. Finally, it is important to notice that the spatial distribution of
floods will induce changes in the affected establishments, which will be captured by the
changes in our variables ShareO and ShareI for 2003.

4.3 Propagation of Floods through Product Networks

We explain now how we build similar variables in the Annual Survey of Industries, and
how we use them to study the propagation of floods across space. First, we will explain
the specification that we run in our data on output products of establishments, and later
we will discuss the analysis on manufacturing inputs.

Flood Propagation in Output Data

yOk,i,j,t = c+ γShareI−i,k,t + θShareOk,t + σs,t + δj + αi + ρk + ϵk,i,j,t

The dependent variable yOk,i,j,t captures the log of an output outcomes at the product level
of product k, produced by establishment i in district j at year t. The four output outcomes
analyzed are value sold vO, quantity manufactured qOm, quantity sold qOs and price p. In
terms of the independent variables, we measure the following two dimensions of flood
propagation.

1. How exposed to floods were potential competitors:

ShareO−i,k,t ≡ 100 ∗
∑

−i 1(Severe/Extreme Flood affecting j > 50%) · vOUT
kijt∑

i v
OUT
kijt

2. How exposed to floods were potential customers

ShareIkt ≡ 100 ∗
∑

i 1(Severe/Extreme Flood affecting j > 50%) · vINkijt∑
i v

IN
kijt

We define vOUT
kijt as the value of product k when produced by firm i, in district j, at time t;

and vINkijt is the value of product k when used as an input by firm i, in district j, at time t.
The two independent variablesShareO−i,k,t andShareIkt mimic the first three rows in Table 2,
where 1(Severe/Extreme Flood affecting j > 50%) is an indicator function that takes the value
of 1 if an establishment is in a location affected by a flood. We also include sector-year (σs,t),
district (δj), establishment (αi) and product levels (ρk).
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With the purpose of only capturing the propagation effect of floods through product mar-
kets, we exclude all producer establishment in districts that have been affected by floods
in a given year. In the example of Table 2, we would be interested in the outcome of the
establishment in location 2, across the years 2002 and 2003. Even though this establishment
has not been affected by floods in these two years, the share of output and input flooded
introduce variation in the exposure of that product to floods across years. We estimate the
following regression throughOLS, relying on the exogeneity assumption that the exact tim-
ing and location of extreme floods is exogenous. Columns (1-4) of Table 3 show the results
of this regression for the different outcomes of products produced.

Flood Propagation in Input Data

We consider a similar analysis for our input data, where yIk,i,j,t captures an input measure
of establishment i in district j, purchasing input k in year t. We include three variables as
possible outcomes: log of value purchased vI , quantity qI and price pI .

yIk,i,j,t = c+ γShareI−i,k,t + θShareOk,t + σs,t + δj + αi + ρk + ϵk,i,j,t

In addition, we consider the following two mechanisms in our input dataset:

1. how exposed to floods were potential suppliers:

ShareOikt ≡ 100 ∗
∑

−i 1(Severe/Extreme Flood affecting j > 50%) · vOUT
kijt∑

i v
OUT
kijt

2. how exposed to floods were other product customers

ShareI−i,k,t ≡ 100 ∗
∑

i 1(Severe/Extreme Flood affecting j > 50%) · vINkijt∑
i v

IN
kijt

The value of inputs is defined in a similarway to the value of products produced, we use the
same set of fixed effects, andwe rely on the same exogeneity assumptions. To comparewith
the example with the "Wooden doors/windows", the independent variables are analogous
to rows four and five of Table 2. In addition, we exclude the set of establishments that buy
inputs and are located in districts affected by floods. The results of the regression on input
variables are shown in columns (5-7) of Table 3. For the 8 years analyzed, we find that there
is only propagation of floods in the first regressions with output data, but not in the input
dataset. If the share of competitors’ value produced in flooded areas (ShareO−i,k,t) increases
by 10 percentage points, the quantity manufactured by other establishments decreases by
2%, the quantity sold by 1% and the price increases by 1%. Then, when the locations of
competitors are flooded, establishments experience an increase in the price and a decrease
in the quantity of outputs produced, even if they are not affected by floods themselves.
This suggests that floods induce a supply shock that propagates to other regions, reducing
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(1) (2) (3) (4) (5) (6) (7)
v q_m q_s p v q p

ShareO−ikt -0.000 -0.002∗∗∗ -0.001∗∗ 0.001∗∗
(0.00) (0.00) (0.00) (0.00)

ShareIkt -0.000 0.000 0.001 -0.001∗∗
(0.00) (0.00) (0.00) (0.00)

ShareOkt -0.000 -0.000 0.000
(0.00) (0.00) (0.00)

ShareI−ikt -0.000 -0.000 -0.000
(0.00) (0.00) (0.00)

R2 0.804 0.850 0.838 0.836 0.774 0.763 0.787
Observations 283980 283980 283980 283980 558693 558693 558693
Districts 476 476 476 476 483 483 483
Industry × Year FE ✓ ✓ ✓ ✓ ✓ ✓ ✓
District FE ✓ ✓ ✓ ✓ ✓ ✓ ✓
Establishment FE ✓ ✓ ✓ ✓ ✓ ✓ ✓
Product FE ✓ ✓ ✓ ✓ ✓ ✓ ✓
Estimate OLS OLS OLS OLS OLS OLS OLS
Standard errors in parenthesis. Errors clustered at the district level, sample weights used in regression

ShareOkt : Output value share by flooded firms. ShareO−ikt : Output value share by flooded firms excluding producer i (0-100).

ShareIkt : Input value share by flooded firms (0-100). ShareI−ikt : Input value share by flooded firms excluding buyer i (0-100).
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 3: Impact of Flood on Other Establishment Output (1-4) and Input (5-7)

quantity produced and increasing the price at which products are sold.

Additionally, we find some evidence of other propagation mechanism. In particular, an in-
crease in 10 percentage points in the share of potential customers in flooded areas (ShareIkt)
decreases the price of products produced by 1%. Even though the quantity produced does
not change as a consequence, this result suggests that the demand for products decreases
when many users of a given good are located in flooded areas.

These results are significant at the 95% confidence level, and suggest that the effects of
floods in India are not limited to the area affected directly. While Carvalho et al. [2021] had
already documented the propagation of natural disasters through production networks, we
provide empirical evidence in a different setting: a developing economy facing a recurrent
extreme weather event. In addition, we show that the results affect both price and quantity
in unaffected areas.
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5 Conclusion

As climate change increases the intensity and frequency of floods, there is a pressing inter-
est to understand their economic impact in developing economies. In this paper, we analyze
the impact of the 15 most extreme floods in the manufacturing sector in India from 2000
to 2007, using the empirical strategy proposed by De Chaisemartin and d’Haultfoeuille
[2022a]. We find that capital and output fall, especially in areas that have experienced less
floods in the previous 15 years. In addition, we explore possible heterogeneties depending
on the Input-Output linkages of the manufacturing industries to non-manufacturing sec-
tors. The damaging impacts of floods in India during this period is stronger for industries
that rely on Agricultural inputs.

The richness of the data from the Annual Survey of Industries allows us to study the impact
at the product level. Extreme floods seem to decrease the value sold and increase the output
price, especially for industries that need Agricultural inputs. In addition, we explore an
interestingmargin of our dataset: the fact that the same product is produced and used as an
input in some areas exposed to floods, where the level of exposition changes across years.
This allows us to consider the propagation of floods through Input-Output linkages, by
analyzing the impact of product exposure on establishments located in areas not affected
by floods. We find that when a product is produced mostly in areas affected by a flood,
establishments in unaffected areas also sell and buy the same product at a higher price and
by a lower quantity. When potential customers are located mostly in affected areas, we
observe that the output price decreases.
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A Industry Linkages with Manufacturing

Figure 11: Direct and Indirect Links across 35 India sectors in 2000 (Leontief Inverse Matrix)

A.1 Manufacturing Industries by Type:

We list below the four classifications of industries, depending on their Input-Output link-
ages with three key sectors outside of manufacturing: Agriculture, Transport and Con-
struction. As it can be seen in Figures 12 and 13, manufacturing industries rely more on
Agriculture as customers than as suppliers. With respect to Transport and Construction,
we found substantial heterogeneity in the industries supplying them, while all manufac-
turing purchased from them in a similar fraction. For these reasons we created the three
industry groups: Agriculture Customers, Transport Suppliers andConstruction Suppliers. The
manufacturing industrieswithout strong connections to any of these are grouped intoOther
Manufacturing.

1. Agriculture Customers (>10 dollars spent in Agriculture per 100 dollars produced);
Leather, Wood, Food, Paper and Textiles.

2. Transport Suppliers (>5 Transport dollars spent in industry per 100 Transport dollars
produced): Petroleum, Transport Equipment

3. Construction Suppliers(>5 Construction dollars spent in industry per 100 Construc-
tion dollars produced): Minerals, Metals
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4. OtherManufacturing: Chemicals, Electrical Equipment,Machinery,OtherManufacturing
and Rubber

These industries can be merged by NIC-98 to the Annual Survey of Industries.

Figure 12: Suppliers of Manufacturing Sectors

Figure 13: Customers of Manufacturing Sectors
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B Additional Results at the Product Level

Figure 14: Flood Impact on Output Value and Price, Other Manufacturing

Figure 15: Flood Impact on Input Value and Price
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